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#Set working Directory  
getwd()

## [1] "D:/me/Documents/UPLB/1st Semester A.Y. 2021-2022/Stat 148/Project"

setwd("D:/me/Documents/UPLB/1st Semester A.Y. 2021-2022/Stat 148/Project")  
  
#Import  
YAF.raw <- read\_excel("YAFS4-ER\_Final.xlsx")

summary(YAF.raw)

## Bar\_Strat Age I\_Age Contraceptive   
## Min. :1.000 Min. :15.00 Min. :13.00 Min. :0.0000   
## 1st Qu.:2.000 1st Qu.:19.00 1st Qu.:20.00 1st Qu.:0.0000   
## Median :2.000 Median :21.00 Median :23.00 Median :0.0000   
## Mean :1.778 Mean :20.85 Mean :22.74 Mean :0.4412   
## 3rd Qu.:2.000 3rd Qu.:23.00 3rd Qu.:25.00 3rd Qu.:1.0000   
## Max. :2.000 Max. :25.00 Max. :98.00 Max. :1.0000   
## Mar\_Stat Educ Pov\_Stat   
## Min. :1.000 Min. :1.000 Min. :0.0000   
## 1st Qu.:2.000 1st Qu.:2.000 1st Qu.:0.0000   
## Median :3.000 Median :3.000 Median :0.0000   
## Mean :2.399 Mean :2.654 Mean :0.3687   
## 3rd Qu.:3.000 3rd Qu.:3.000 3rd Qu.:1.0000   
## Max. :4.000 Max. :4.000 Max. :1.0000

## Pre-processing

# preparing the inputs  
y <- YAF.raw$Contraceptive

#Convert the Categorical variables into a factor  
YAF.raw$Contraceptive <- as.factor(YAF.raw$Contraceptive)  
YAF.raw$Mar\_Stat <- as.factor(YAF.raw$Mar\_Stat)  
YAF.raw$Educ<- as.factor(YAF.raw$Educ)  
YAF.raw$Pov\_Stat <- as.factor(YAF.raw$Pov\_Stat )

## Model Building

#Bayesian Logistic Regression Model  
  
prior\_dist <- student\_t(df = 7, location = 0, scale = 2.5)  
bayes\_mod <- stan\_glm(Contraceptive ~ Bar\_Strat + Age + I\_Age + Mar\_Stat + Educ + Pov\_Stat, data = YAF.raw,  
 family = binomial(link = "logit"),   
 prior = prior\_dist, prior\_intercept = prior\_dist,  
 seed = 15689)

##   
## SAMPLING FOR MODEL 'bernoulli' NOW (CHAIN 1).  
## Chain 1:   
## Chain 1: Gradient evaluation took 0 seconds  
## Chain 1: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 1: Adjust your expectations accordingly!  
## Chain 1:   
## Chain 1:   
## Chain 1: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 1: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 1: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 1: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 1: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 1: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 1: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 1: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 1: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 1: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 1: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 1: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 1:   
## Chain 1: Elapsed Time: 2.605 seconds (Warm-up)  
## Chain 1: 2.127 seconds (Sampling)  
## Chain 1: 4.732 seconds (Total)  
## Chain 1:   
##   
## SAMPLING FOR MODEL 'bernoulli' NOW (CHAIN 2).  
## Chain 2:   
## Chain 2: Gradient evaluation took 0 seconds  
## Chain 2: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 2: Adjust your expectations accordingly!  
## Chain 2:   
## Chain 2:   
## Chain 2: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 2: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 2: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 2: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 2: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 2: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 2: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 2: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 2: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 2: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 2: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 2: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 2:   
## Chain 2: Elapsed Time: 2.886 seconds (Warm-up)  
## Chain 2: 2.342 seconds (Sampling)  
## Chain 2: 5.228 seconds (Total)  
## Chain 2:   
##   
## SAMPLING FOR MODEL 'bernoulli' NOW (CHAIN 3).  
## Chain 3:   
## Chain 3: Gradient evaluation took 0 seconds  
## Chain 3: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 3: Adjust your expectations accordingly!  
## Chain 3:   
## Chain 3:   
## Chain 3: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 3: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 3: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 3: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 3: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 3: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 3: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 3: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 3: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 3: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 3: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 3: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 3:   
## Chain 3: Elapsed Time: 2.84 seconds (Warm-up)  
## Chain 3: 2.138 seconds (Sampling)  
## Chain 3: 4.978 seconds (Total)  
## Chain 3:   
##   
## SAMPLING FOR MODEL 'bernoulli' NOW (CHAIN 4).  
## Chain 4:   
## Chain 4: Gradient evaluation took 0.001 seconds  
## Chain 4: 1000 transitions using 10 leapfrog steps per transition would take 10 seconds.  
## Chain 4: Adjust your expectations accordingly!  
## Chain 4:   
## Chain 4:   
## Chain 4: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 4: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 4: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 4: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 4: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 4: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 4: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 4: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 4: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 4: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 4: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 4: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 4:   
## Chain 4: Elapsed Time: 2.921 seconds (Warm-up)  
## Chain 4: 2.235 seconds (Sampling)  
## Chain 4: 5.156 seconds (Total)  
## Chain 4:

bayes\_mod

## stan\_glm  
## family: binomial [logit]  
## formula: Contraceptive ~ Bar\_Strat + Age + I\_Age + Mar\_Stat + Educ + Pov\_Stat  
## observations: 4019  
## predictors: 11  
## ------  
## Median MAD\_SD  
## (Intercept) -3.4 0.4   
## Bar\_Strat -0.3 0.1   
## Age 0.1 0.0   
## I\_Age 0.0 0.0   
## Mar\_Stat2 0.9 0.1   
## Mar\_Stat3 0.7 0.1   
## Mar\_Stat4 0.0 0.2   
## Educ2 0.3 0.1   
## Educ3 0.5 0.1   
## Educ4 0.7 0.1   
## Pov\_Stat1 -0.2 0.1   
##   
## ------  
## \* For help interpreting the printed output see ?print.stanreg  
## \* For info on the priors used see ?prior\_summary.stanreg

posterior\_interval(bayes\_mod, prob = 0.95)

## 2.5% 97.5%  
## (Intercept) -4.174113774 -2.50239902  
## Bar\_Strat -0.470949911 -0.14765291  
## Age 0.083755632 0.14669015  
## I\_Age -0.009594525 0.03277254  
## Mar\_Stat2 0.674620262 1.09605765  
## Mar\_Stat3 0.549184975 0.94408203  
## Mar\_Stat4 -0.421033942 0.36203591  
## Educ2 0.121076436 0.55386778  
## Educ3 0.271933164 0.70046594  
## Educ4 0.463868563 0.94988912  
## Pov\_Stat1 -0.365563772 -0.06347516

summary(residuals(bayes\_mod))

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## -0.728482 -0.431374 -0.256146 0.002466 0.495752 0.862694

#We can extract corresponding posterior median estimates using ‘coef’ function and to get a sense for the uncertainty in our estimates we can use the posterior\_interval function to get Bayesian uncertainty intervals. The uncertainty intervals are computed by finding the relevant quantiles of the draws from the posterior distribution. For example, to compute median and 90% intervals we use:  
  
round(coef(bayes\_mod), 2)

## (Intercept) Bar\_Strat Age I\_Age Mar\_Stat2 Mar\_Stat3   
## -3.35 -0.31 0.12 0.01 0.88 0.74   
## Mar\_Stat4 Educ2 Educ3 Educ4 Pov\_Stat1   
## -0.03 0.33 0.48 0.70 -0.22

round(posterior\_interval(bayes\_mod, prob = 0.9), 2)

## 5% 95%  
## (Intercept) -4.05 -2.64  
## Bar\_Strat -0.44 -0.18  
## Age 0.09 0.14  
## I\_Age -0.01 0.03  
## Mar\_Stat2 0.70 1.06  
## Mar\_Stat3 0.58 0.91  
## Mar\_Stat4 -0.36 0.29  
## Educ2 0.15 0.52  
## Educ3 0.31 0.67  
## Educ4 0.50 0.91  
## Pov\_Stat1 -0.34 -0.09

## Model Assessment

set.seed(15689)  
index <- createDataPartition(YAF.raw$Contraceptive,p = 0.7,list = F)  
train <- YAF.raw[index,]  
test <- YAF.raw[-index,]

## *Leave-one-out cross-validation*

#rstanarm supports loo package which implements fast Pareto smoothed leave-one-out cross-validation (PSIS-LOO) (Vehtari, Gelman and Gabry, 2017) to compute expected log predictive density (elpd):  
  
  
(loo1 <- loo(bayes\_mod, save\_psis = TRUE))

##   
## Computed from 4000 by 4019 log-likelihood matrix  
##   
## Estimate SE  
## elpd\_loo -2646.9 16.7  
## p\_loo 10.9 0.3  
## looic 5293.8 33.4  
## ------  
## Monte Carlo SE of elpd\_loo is 0.1.  
##   
## All Pareto k estimates are good (k < 0.5).  
## See help('pareto-k-diagnostic') for details.

#Above we see that PSIS-LOO result is reliable as all Pareto k estimates are small (k< 0.5) (Vehtari, Gelman and Gabry, 2017; Vehtari et al., 2019).

#Confusion Matrix  
  
library(caret)  
prob <- predict(bayes\_mod, newdata=test, type="response")   
pred <- ifelse(prob > 0.5, "1", "0")  
  
  
#Confusion matrix and Statistics  
accuracy <- table(pred, test$Contraceptive)  
accuracy

##   
## pred 0 1  
## 0 509 272  
## 1 164 259

sum(diag(accuracy))/sum(accuracy)

## [1] 0.6378738

#Area under ROC  
  
library(ROCR)  
prob <- predict(bayes\_mod , newdata=test , type="response")  
pred <- prediction(prob, test$Contraceptive)  
perf <- performance(pred, 'tpr', 'fpr')  
plot(perf)

![](data:image/png;base64,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)

auc <- performance(pred, measure = "auc") #Area Under ROC   
auc <- auc@y.values[[1]]  
auc

## [1] 0.6617921